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ABSTRACT
Mobile apps collect different categories of personal information to
provide users with various services. Companies use privacy policies
containing critical requirements to inform users about their data
practices. With the growing access to personal information and
the scale of mobile app deployment, traceability of links between
privacy policy requirements and app code is increasingly important.
Automated traceability can be achieved using natural language
processing and code analysis techniques. However, such techniques
must address two main challenges: ambiguity in privacy policy
terminology and unbounded information types provided by users
through input fields in GUI. In this work, we propose approaches
to interpret abstract terms in privacy policies, identify information
types in Android layout code, and create a mapping between them
using natural language processing techniques.

CCS CONCEPTS
• Software and its engineering → Requirements analysis; •
Security and privacy→ Usability in security and privacy; • Com-
puting methodologies→ Information extraction;
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1 INTRODUCTION
Mobile and web applications (apps) are increasingly popular due
to the convenient services they provide in different domains of
interest. With growing access to personal information and the scale
of mobile app deployment, the need for tools to help developers to
protect user privacy is increasingly important. Regulators [5, 7, 12]
require apps to provide users with a legal privacy notice, also called
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a privacy policy, which can be accessed by users before installing
the app. Privacy policies contain critical requirements that inform
stakeholders about data practices [1]. Mobile app developers can
improve accountability and demonstrate that their apps comply
with their policies by maintaining trace links between the policy
requirements and their app code. To conveniently identify the trace
links as the code evolves, an automated technique is required to
extract and organize the information types described in policies and
code.

In privacy policies, data practices are commonly described using
hypernymy [3], which occurs when a more abstract information
type is used instead of a more specific information type. Hyper-
nymy permits multiple interpretations of words, which can lead
to inconsistency in traceability. To illustrate, we draw an example
from Adobe’s privacy policy stating that “when you activate your
Adobe product, we collect certain information about your device, the
Adobe product, and your product serial number.” This statement
mentions the collection of the abstract information type “informa-
tion about your device” that can be interpreted in various ways.
For example, since a mobile device is a kind of device, we can infer
that the statement also implies the collection of “mobile device
information”, which may include “device IP address.” These inter-
pretations arise when the hypernym “mobile device information”
is recognized by a person, such as a developer, and matched with
phenomena in the world based on their experience and background
knowledge (e.g, by calling a platform API method in the mobile app
code).

In app code, prior work by Slavin et al. [23] and Zimmeck et
al. [32] attempt to identify information types collected through
API method calls with static analysis. These API method calls con-
cern personal information that are automatically collected from
the device, such as sensor data. These works are not focused on
addressing personal information that users provide directly through
user interface (UI). The information types automatically collected
through platform API methods are constrained to Android APIs
which are described by comprehensive documents and information
collected is well defined. These constraints limit the terminological
space to only a few general category names (e.g., location, voice,
etc.) In contrast, developers can design novel UIs that ask users to
provide potentially any kind of information, which includes unstruc-
tured and semi-structured personal information in different formats
and language types. Figure 1 shows an example where sensitive
information is provided to the app via the interface and is thus
disconnected from any API method call. These user-based input
fields are difficult to identify as they are both context-sensitive and
can vary in implementation from developer to developer. Wang
et al. [27] stress the sensitivity of user input information types
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Figure 1: User Interface Screenshot

by analyzing 120 apps and identifying 39 inconsistencies between
privacy policies and mobile apps leading to user input information
type leakage.

In Android framework, static layout files contain the structure of
pre-drawn UIs, view IDs, and all the text labels we can see from the
UIs. Just like natural language text, input field views can only be
well understood with neighboring/ancestor views. For the circled
input field in Figure 1, without considering the context “envelope"
only “due date" can be inferred as the information type. If the pri-
vacy policy contains the collection of “bill information" or “envelope
information", the automatic consistency checkers fail to trace “due
date" to “envelope information" without further context informa-
tion. Therefore, UI context is essential in understanding user input
information types.

Problem Statement:Abstract and ambiguous information type
phrases in privacy policies, along with vague and unbounded infor-
mation types for user input data are the main technical challenges
in identifying the trace links between privacy policy requirements
and app code.

Thesis statement: To address these challenges, this thesis ana-
lyzes three subject matters: (1) privacy policy ontologies that for-
malize multiple interpretations of the natural language information
types described as being accessed, collected, or shared; (2) an ap-
proach to automatically identify information types associated with
user input fields using sequence to sequence modeling; (3) a map-
ping to trace information types fromAndroid layout code to privacy
policy terminology considering abstraction and ambiguity.

2 BACKGROUND AND RELATEDWORK
In this section, we provide definitions for some of the relations that
hold among natural language phrases, and also review some related
work.

Hypernymy is a semantic relation that the superordinate term
(hypernym) extensionally subsumes subordinate term (hyponym).
Meronymy is another semantic relation representing part-whole
between meronym and holonym terms. Synonymy is a semantic
relation between two terms when the meaning of two senses of
two terms are identical or nearly identical. Lexicon is a collection
of phrases or concept names that may be used in an ontology.
Ontology is a collection of concept names and semantic relations
between these concepts, including hypernymy, meronymy, and
synonymy, among others.

2.1 Lexical Ontology
WordNet is a lexical database that contains English words grouped
into nouns, verbs, adjectives, adverbs, and function words [9, 17].
Within each category, the words are organized by their semantic
relations, including hypernymy, meronymy, and synonymy [9]. Our
analysis shows that only 14% of privacy-related information types
are found in WordNet, mainly because the privacy policy lexicon
is populated with multi-word, domain-specific phrases [14]. This
analysis signifies the importance of creating formal ontologies for
privacy policy domain.

2.2 Relationship Extraction and Classification
Snow et al. [24] presented a machine learning approach using
hypernym-hyponym pairs in WordNet to identify additional pairs
in the parsed sentences of the Newswire corpus. This approach
relies on the explicit expression of hypernymy pairs in text. Marti
Hearst proposed six lexico-syntactic patterns to automatically iden-
tify hypernymy in text using noun phrases and regular expressions
[13]. Evans et al. [8] applied an extended set of 72 Hearst patterns
to privacy policies to extract hypernymy pairs. However, pattern
sets are limited because they must be manually extended to address
new policies. There are feature-based and neural network models
used to extract the relationships between annotated nominals in a
given sentence [4, 10, 18, 29–31]. These approaches are sentence
dependent and fail to consider the relations between phrases that
are not in the same sentence. Therefore, our proposed work aims
to model the semantic relations of two information types extracted
from a pool of privacy policies.

2.3 Mapping from Privacy Policy to App Code
Slavin et al. [23] manually constructed a mapping from API invo-
cations to policy phrases in the ontology. Wang et al. [27] created
a mapping between UI labels and ontology concepts using Word-
Net similarity. Since WordNet calculates similarity only for word
pairs, they extended it to map phrase pairs by simple greedy align-
ment. We plan to identify the mapping between two phrases using
a relation classifier which utilizes word embeddings trained on pri-
vacy policy domain. Therefore, we believe our proposed mapping
method can outperform the mapping proposed by Wang et al. [27].

2.4 Privacy Policy Requirements Analysis
Petronella presents a tool that relates natural language privacy
policy statements to Android permissions [19] using a lookup table
that includes a mapping from a pre-defined set of information types
to Android permissions. Zimmeck et al. [32] attempt to identify the
trace links between privacy and app code with respect to device ID,
location, and contact information as a pre-defined set. Harkous et al.
[11] introduces a framework to visualize the flow of user data being
collected by mapping privacy policy segments to information types
from a pre-defined set [28]. The above techniques fail to extract the
exact information type from the policies and increases the abstrac-
tion level through the mapping, which leads to ambiguity. These
works also fail to consider the introduction of new information
types which don’t exist in the pre-defined sets.

3 PRELIMINARYWORK
In this section, we briefly discuss the preliminary work to address
the challenges mentioned in Section 1.
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3.1 Manual Ontology Construction Approach
We developed a manual approach to construct a formal ontology
that explicitly states what kinds of information are included in the
interpretations of data-related concepts [16]. We applied content
analysis, which is a qualitative research method for annotating text
to identify words and phrases that embody the meaning of special
codes [22], and grounded theory [6] to discover seven heuristics for
manually classifying information types into a formal ontology. We
evaluated these heuristics on 351 information types extracted from
50 mobile app privacy policies [16]. Slavin et al. [23] and Wang
et al. [27] utilized this approach to construct formal ontologies
on privacy policies to detect inconsistencies between privacy poli-
cies and Android mobile app code. These ontologies are published
publicly 1 2.

This approach requires at least two analysts comparing each
information type with every other information type in the privacy
policy lexicon, and assigning a semantic relationship to each pair.
Considering the number of information types in a lexicon, this
approach lacks scalability. To address this problem, we developed a
semi-automated semantic analysis method discussed in Section 3.2.
3.2 Semi-automatic Ontology Construction
Themanual ontology construction approach discussed in Section 3.1
requires paired comparison of n∗(n−1)/2 for n phrases in a lexicon.
To overcome this problem, we developed a set of 17 initial semantic
rules that are automatically applied to information types yielding a
subset of all possible relations [14]. To improve the approach, we
established a training set by asking human subjects to perform the
more time-consuming task of comparing information types in the
privacy policy lexicon containing 351 information types. For this
reason, we constructed 2,365 phrase pairs that share at least one
word, since the prospects produced by the semantic rules all share
at least one common word. We then compared the results of the
semantic rules against these human interpretations, which led to
identifying 9 additional semantic rules. Finally, we evaluated the im-
proved semantic rules using 109 unique information types extracted
from six privacy policies, and human subject surveys to measure
the correctness of the results produced by the semantic rules [14].
The results reveal that the method scales by reducing the paired
comparisons by 74% and produces correct relations with a 1.00
precision and 0.59 recall when compared to human interpretations.

This method fails to extract semantic relations if the information
type does not match a rule. Therefore, we propose a neural network
approach to addresses this generalization problem which is not
reliant on handcrafted semantic rules extracted from grounded
analysis of information types.
3.3 Mobile App User Interface Analysis
To identify the trace links between privacy policy requirements and
app code, we need to extract the user-provided information types
from user interface (UI) input fields. For this reason, we analyzed
53 input fields from 19 apps available in Google Play [27]. We
utilized crowdsourcing and free listing survey design [2] to elicit
information types associated with each input field presented in
screenshots. We recruited 30 participants per survey using Amazon

1http://polidroid.org/downloads/ontology.owl
2https://sites.google.com/site/uiprivacy2017/

Mechanical Turk that were located in the United States with an
overall HIT approval rating greater than 95%.

Through the study, we obtained 30 information types per input
field. Since there are multiple ways to describe the same concept, we
pre-processed the results to more easily comparable elicited types
[20, 21]. After pre-processing, we combined similar type names
for each field and calculate the type name frequency, which is
the number of workers who provided each syntactically unique
type name per field. Finally, for each field, we selected the most
frequent type name, which remains linked to a set containing the
less frequent type names for that field.

We also inferred information types for the same 53 input fields
by concatenating the file name and input field labels. The results
were compared with the most frequent input types provided by
crowd workers showing 33.9% match [27]. This suggest that a naive
approach with local context is not effective. However, considering
the number of mobile apps available in the market and their input
fields, our current approach cannot be scaled. Therefore, we propose
an automated approach which is discussed in Section 4.2.

4 PROPOSEDWORK
Our proposed models and evaluation plans are presented in this
section.
4.1 Automated Ontology Construction
To address the scalability and coverage problems in ontology con-
struction approaches, we propose an automated approach for iden-
tifying relationships between two information types in privacy
policies. This approach takes two inputs: “information typeLHS ”
and “information typeRHS ” for left-hand side and right-hand side
information types, respectively. Each word in the information type
is represented using word embedding. The word embeddings are
pre-trained vectors from the privacy policy domain. These em-
beddings are then fed into a convolutional neural network (CNN)
component with four different convolutional filters [26] to ensure
that we capture the local semantics of unigrams, bigrams, trigrams,
and four-grams in the information types. We present the output of
information type modeling components as two semantic vectors.
Finally, we compare the similarity of the two semantic vectors and
identify the relation between them using a softmax classifier. This
architecture does not require any complicated syntax or semantic
pre-processing (e.g. identifying the part of speech for each word in
the information types) for inputs.

Proposed Evaluation: The proposed model requires training
and testing datasets that include the relations assigned to informa-
tion type pairs from a given lexicon. We plan to use the manually
constructed ontology from 356 information types and 50 privacy
policies mentioned in Section 3.1. This ontology contains 1,583
hypernymy and 310 synonymy relations. We also plan to use the
information type pairs that are considered as unrelated in the on-
tology as part of our training set.
4.2 Automated User Interface Analysis
This section presents the overview of our proposed approach to
elicit information types associated with user interface (UI) input
fields [15]. Our proposed approach is based on the assumption on
the naturalness of Android XML layout code, so that it is possible to
directly apply natural language processing techniques to the layout
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code and extract the information types. This approach contains
two main steps: (1) given a mobile app decompiled code, the UI
analysis extracts the layout XML code and constructs a context
sequence for each input field (EditText) which includes the id,
text, and hint attributes of the EditText, and the id, text, and hint
attributes of all views preceding the EditText in the layout XML
file; (2) The sequence to sequence learning component takes an
input field context sequence and maps it to a target sequence of
words representing an information type phrase.

Information type phrases are comprised of sequence of words
with various lengths that are not known at the time. To identify
the information types from the UI context sequences, we plan to
use two Long Short-term Memory (LSTM) networks [25] to map a
source to a target sequence. First, we encode the input sequence
to a vector of fixed dimension that includes the semantics of the
input sequence using a multi-layered LSTM. Next, we feed the
input vector to another LSTM which decodes the target sequence
from the vector. The target sequence cannot be identified using
a classification model since information types related to UI input
fields are not bound to a finite set of well-defined phrases.

ProposedEvaluation:To train and evaluate the proposedmodel,
we have acquired information types for 53 input fields as mentioned
in Section 3.3. However, we understand that our current data does
not contain sufficient amount of sequence pairs for training the
model. We are planning to publish a new study to acquire additional
training samples.

4.3 Mapping Construction
To identify trace links and detect potential violations, we plan to
create a mapping from information types associated with input
fields and privacy policy ontology concepts. For this reason, we
plan to utilize the trained model proposed in Section 4.1. Given a
pair of information types from Android layout code and privacy
ontology, we can identify the semantic relation between them. If
a UI input field information type can be mapped to an ontology
phrase, but the phrase (or its synonyms in the ontology) does not
exist in the privacy policy, a violation is detected. Furthermore, if
some of the phrase’s hypernyms do exist in the privacy policy, the
violation is weak, while if none of the phrase’s hypernyms exist in
the policy, the violation is strong.

Proposed Evaluation: We plan to use the automatically con-
structed mapping in violation detection framework proposed by
Wang et al. [27] and compare the violations identified through our
mapping with the results reported for 80 popular finance and health
apps from Google Play[27].
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